
RFP Items

· Vendor will itemize costs
· Hardware costs

· Software costs

· Initial purchase

· Licensing

· All available warranties and extended warranties will be identified and itemized

· Extend to 24x7x5-year

· Support and maintenance costs

· Hardware

· Software 

· Rights for updates and upgrades including new features

· Consulting

· Training

· Vendor will identify any warranties, licenses, software, etc that are included in the base product.

· Vendor will identify any conditions under which THIS COMPANY would be subjected to increased costs.

· Vendor will separately supply a quote for “managed storage services” that will include;

· Storage capacity management

· Storage availability management

· Storage performance monitoring and trending

· Storage provisioning to servers

· Patch Management for firmware and software updates

· Vendor will plan and supply a solution for migration from THIS COMPANY’s existing storage arrays to the new solution.  All costs will be itemized.

· Vendor will supply storage device lifecycle and roadmaps for the future.

Functional Requirements:

· Should improve operational efficiency

· Reduce man hours for management, reporting and monitoring of storage resources

· Reduce effort to configure and use the storage services

· Must be able to monitor and trend capacity and performance of the storage devices, and report on these items on an adhoc or scheduled basis.  Reporting should have email abilities.

· Must be sustainable for a minimum of 5 years of design life (parts and warranty plus new expansion parts)

· Should have a minimum service and support life of 10 years

· Should be able to migrate LUNs between storage tiers or devices online without service interruption.

· Should have the ability to change a LUN’s RAID level online without service interruption.

· Must be able to send alerts when problems occur

· Support should be available such that;

·  The system can notify the vendor of problems or failures (call home feature)

· The system can be remotely accessible by the vendor for remote monitoring, diagnostics, and configuration subject to THIS COMPANY approval.

Non-functional Requirements:

· Storage devices/arrays must be scalable

· Storage devices/arrays must be reliable

· Geographically disperse

· Storage Device(s) will be placed at each major data centre (Site-1 and Site-2)

· No single point of failure in any relationship between server and storage system that is provisioning LUNs

· Multiple controllers for high availability and performance

· Dual SAN fabric support in a redundant configuration

· Multipath support as required

· Storage Service replication between devices with failover support

· Solution should be cost effective

· THIS COMPANY seeks to improve storage capacity utilization

· Licensed for Unlimited Replication between devices

· Licensed for Unlimited snapshots & snapclones within a device

· Storage arrays must have dynamic capacity management so that storage units (disk groups) can grow or shrink without service interruption.

· THIS COMPANY should be able to add or remove physical disks to adjust the capacity and performance of an array without service interruption.

· THIS COMPANY should be able to dynamically resize a virtual disk that is presented to a server without negatively affecting the server involved.

· The solution should have a common Storage Administration/management console across all devices.  

· It should be accessible remotely

· It should be a client-server application

· It should be web-based (preferred)

· It should support role-based access with logging for security and auditing purposes.

· It should support authentication methods that integrate with or use at least one of;

· Novell eDirectory

· Microsoft Active Directory

· LDAPv3

· Must be compatible with THIS COMPANY’s existing Fiber Channel SAN that is based on Brocade FC switches and uses Host based (WWN) zoning.

· Storage arrays must support LUN masking or equivalent

· Storage arrays must support at least the following operating systems and all file systems they support

· Windows 2003 & 2008 Server (32/64-bit)

· Novell OES 2 (Linux)

· Suse Linux Enterprise Server 9/10/11(32/64-bit)

· VMWare ESX 3.x

· VMWare VSphere 4.x

· Must support Boot-from-SAN for the above systems

· Must support Microsoft Server clusters (Windows 2003/2008)

· Must support Novell OES2 server clusters

· Must support Novell Suse Linux server clusters

· Must support VMWare Site Recovery Manager

· Must support GUID Partition Table (GPT) disks

· Should support RAID-0, 1+0, 5 ,6

· Should be able to equally distribute across all disks within a disk group/pool

· Should be able to mix RAID levels within a disk group/pool

· Must have support for at least one of

·  native O/S multi-path software (active/passive and active/active)

· vendor supplied multi-path software (active/passive and active/active)

· Must support Thin Provisioning 

· Must have an initial storage capacity of 30TB useable capacity for each array

· Must be able to meet or exceed the following performance per array upon initial installation.

	Total IOPS peak
	20,000

	Total MB/sec peak
	500


· Should be compliant with Storage Networking Industry Association specification SMI-S v1.1 or newer.

· Should support SNMP.  SNMPv3 is preferred.

· Should improve system and data backup/restore 

· Should have integration with Microsoft Windows Virtual Disk Services for LUN management

· Should have integration with Microsoft Volume Shadow Copy Services to ensure consistent data during volume snapshots for backup, especially regarding Microsoft SQL Server and Exchange Server

· Should have support for the following applications to ensure consistent data during volume snapshot operations for backup;

· Oracle 9i/10g/11g

· Progress Database v9

· MySQL

· PostgreSQL

· The vendor should identify any integrations with Enterprise Backup vendors that enable LAN-free backups across the storage network.

· Should have scripting support for performing tasks by automation.

Sustainability Requirements:

· It will be preferred for the proposed solution to be:

· A reduced energy footprint per comparable storage capacity of the current arrays.

· RoHS compliant, reducing hazardous substance levels in manufacturing.

· Maximize components that can be recycled after “end of life” replacement.

Glossary

	RAID 1+0


	RAID 1+0, sometimes called RAID 1&0, or RAID 10, is a stripe of mirrors. 



	Thin Provisioning
	A technology that allocates the physical capacity of a volume or file system as applications write data, rather than preallocating all the physical capacity at the time of provisioning.





